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Challenges Encountered in RAG for Conversational Agents

❑ Challenges 1: the granularity 

of memory unit matters

➢ Turn-level: too fine-grained

➢ Session-level: too coarse-grained

➢ Summarization-based methods: 

suffer from information loss



Challenges Encountered in RAG for Conversational Agents

❑ Challenges 2: the redundancy in natural language impairs the retrieval system

➢ Decreasing the retrieval recall.

➢ Complicating the extraction of key information



SeCom
A system constructs memory bank at segment-level and applies compression-based denoising on memory unit

Conversation Segmentation Model:
✓ Segments a conversation session into several segments.

✓ Lightweight models, such as Mistral-7B and even RoBERTa-scale models can perform segmentation well.

Compression-Based Memory Denoising:
✓ Employ LLMLingua-2 to compress the memory unit before retrieval.



Experiments | Main Results
SeCom outperforms all baseline approaches and exhibits greater robustness of the retrieval system.

Experimental Setup

• Datasets: LOCOMO, Long-MT-Bench+.

• Segmentation Models: GPT-4, Mistral-

7B-Instruct-v0.3, RoBERTa-based model

• Response Models: GPT-35-Turbo, 

Mistral-7B-Instruct-v0.3

• Retrievers: BM25, MPNet-based.

• Baselines: Full History, Turn-level, 

Session-level and four strong baselines.



Pairwise Comparison & Human Evaluation

 Pairwise Comparison (GPT-4 Judge)

 Human Evaluation



Segmentation Evaluation
LLM-based segmentation outperforms unsupervised baselines.

Experimental Setup

• Datasets: DialSeg711, TIAGE and SuperDialSeg.



Ablation Study
Removing the Compression-based denoising degrades the performance.

Reason: (a) improving the retrieval recall (b) increasing the similarity between the 

query and relevant segments while decreasing the similarity with irrelevant ones.



You can find more details in 

aka.ms/SeCom
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