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How can we learn sample-efficient IL policies

that generalize spatially for complex tasks?



Prior Work

Actions on a per-timestep basis.

Dense Policies
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Waypoint Policies

Actions predicted sparsely as poses.

Hybrid Policies

Multiple action modes.

[1, 2, 3] [4, 5][6]



Key Insight

• Different input modalities & action spaces are suited to different task phases:
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Key Insight



• Different input modalities & action spaces are suited to different task phases:

Point Clouds + Waypoints → Long-Range Movements

Wrist Images + Dense Actions → Precise Movements

These mode switches typically occur around 
task-relevant salient points which can be learned.

Key Insight



SPHINX
Salient-Point based Hybrid Imitation and eXecution



SPHINX Data Collection Interface





SPHINX Data Collection
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SPHINX: Waypoint Policy
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SPHINX: Waypoint Policy
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Waypoint Action

Salient Point

Classify salient (task-relevant) point,
predict waypoint as a relative offset to that point



SPHINX: Waypoint Policy
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SPHINX: Waypoint Policy
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SPHINX: Dense Policy

Waypoint Policy

Dense PolicyWrist Image at

SPHINX

Dense Action

Diffusion Policy which outputs dense actions + mode. 



SPHINX

Waypoint Policy

Dense Policy

Point Cloud

Wrist Image

wt

at

zt

SPHINX

Waypoint Action

Salient Point

Dense Action



Experiments: Waypoint-Only Tasks
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Experiments: Waypoint-Only Tasks



Experiments: Hybrid Tasks

Diffusion Policy SPHINX



Experiments: Hybrid Tasks



SPHINX Results: Precise, Long-Horizon Tasks



SPHINX Results: Visual Generalization

Visual Distractors Novel Viewpoint Raised Drawer Height



SPHINX Results: Novel Execution Speeds

SPHINX
Vanilla Controller

SPHINX
2x Sped Up Controller



SPHINX Results: Spatial Generalization
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